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�
Features


This release adds the following features to the functionality described in the most current product documentation.


Tandem Out-Dial


Some Tandem Host configurations require a unique MAC address for each SDLC ATM device to support the Tandem out-dial function.  To support this requirement in Release 3.0, the number of Internal MAC Addresses has been increased from 4 to 9.  


Follow these steps:


1.	Configure the IMA address, Internal Ring Number, and Bridge Number of a Branch Frame Relay Node in the FRAD/Manager Internal Address Screen in the same manner they were configured in prior releases.  


2.	For each downstream SDLC ATM device attached to the Frame Relay Node, configure a unique Internal MAC address, making sure to:


Assign the ring number for each address that matches the one defined for the IMA.


Configure the network frame relay port number and the target DLCI.  In some customer networks, the frame relay port and DLCI will be the same for all entries.


3.	Configure each ATM SDLC PU as follows:  


Configure in the main SDLC PU screen the primary data center's Tandem Host as the PU destination.


Configure the network frame relay port, the target DLCI, the Connect Type as Answer and a SAP value of 04.  


Configure in the advanced PU screen a unique MAC address (IM2-IM9) and set the Alternate MAC address to match the one assigned to the Tandem Host at the backup data center.


4.	Configure the SDLC ATM PUs on Standalone branch Frame Relay Node so they support standard Session Resiliency.  To do this in FRAD/Manager's Internal Addresses screen:


Configure the Primary Internal MAC address and ring number.


Enable (ý) the alternate session resiliency rings (check boxes numbered 2 and 3).  


For a single ATM device connected to the Frame Relay Node, you may assign both alternate addresses the same MAC address, but must assign each one a unique ring number and DLCI (the eVR and pVR).


�
5.	Configure each ATM SDLC PU as follows:


Configure in the main SDLC PU screen the primary data center's Tandem host as the PU destination.


Configure the network frame relay port, the target DLCI (eVR), the Connect Type as Answer and a SAP value of 04.


Configure in the advanced PU screen a unique MAC address (IM2-IM9), the parallel DLCI (pVR), and set the Alternate MAC address to the one assigned to the Tandem Host at the backup data center.


 DSU operational statistics have been enhanced to include current status and historical data for receive line faults, active network loops, out of service/out of frame indications and line levels.  The additional data are maintained in both NMS and the SNMP MIB.


Function


The software accumulates statistics for each hour of the day.  It displays the accumulating statistics for the current hour and the historical values for the previous twenty-three periods.


The following operations statistics have been added:


�
Statistics�
�
�
DSU Event�
States�
Cumulative Count for Each Hour�
�
Receive Line Fault�
On/Off�
Number of seconds that receive line fault alarm has been active in the hour�
�
Active Network Service Loops�
On/Off�
Number of seconds that service loops have been active in the hour�
�
Out of Service/Out of Frame�
On/Off�
Number of seconds that out of service/out of frame alarm has been active in the hour�
�
Line Level�
Level 1, 2 or 3�
Number of seconds that line level dB has been in each reporting range in the hour�
�
All event states are sampled once during each one second interval.  Multiple DSU events which occur within a single sample period are reported as a single event.


�
The DSU hardware interface distinguishes eight line level dB ranges.  Modified on-board DSU software summarizes line level sampling into three reporting ranges:


Line level range�
dB values 56K/64K�
�
�
44.4/45.0�
�
1�
38.4/38.8�
�
�
32.3/32.5�
�
2�
26.0/26.3�
�
�
19.7/20.0�
�
�
13.6/14.0�
�
3�
7.3/7.4�
�
�
0.0/0.0�
�
The reporting ranges are not configurable.


Commands


New options DCS (DSU Current Status), DHS (DSU Historical Statistics), and CLR (Clear) in the NSM command NCL SAM control statistical data accumulation and display.  


Command�
Action�
�
NCL SAM <port> DCS





<port> = POR<#> | WAN | WAN1 | WAN2�
Displays the current DSU status.  If the <port> parameter does not refer to a DSU device, it is an error.�
�
NCL SAM <port> DHS





<port> = POR<#> | WAN | WAN1 | WAN2�
Displays the DSU historical statistics, including the current accumulating counts.  If the <port> parameter does not refer to a DSU device, it is an error.�
�
NCL SAM <port> CLR





<port> = POR<#> | WAN | WAN1 | WAN2


�
Resets all DSU historical and current statistical counters in NMS to zero.  Does not reset corresponding SNMP MIB variables.  If the <port> parameter does not refer to a DSU device, it is an error.�
�
The existing NCL SAM INI has not changed and does not clear any of the DSU statistical counters.


�
Displays


Current DSU status data in the screen display invoked by the NCL SAM <port> DCS command are arranged as follows:


	


	DSU State:


	


		RL Fault	Nloops	Oos/Oof	Llev


		On	Off	On	2


	


	DSU Current Hour Statistics:


		Hour	RL Fault	NLoops	Oos/Oof	LLev1	LLev2	LLev3


		4	36	36	36	36	36	36


	


Historical DSU data in the screen display invoked by the NCL SAM <port> DHS command are arranged as follows:


	


		Hour	RL Fault	NLoops	Oos/Oof	LLev1	LLev2	LLev3


		5	0	0	0	0	0	0


		6	3600	3600	3600	3600	3600	3600


		7	36	36	36	36	36	36


		.	.	.	.	.	.	.


		.	.	.	.	.	.	.


		.	.	.	.	.	.	.


		21	0	0	0	0	0	0


		22	0	0	0	0	0	0


		23	0	0	0	0	0	0


		0	0	0	0	0	0	0


		1	0	0	0	0	0	0


		2	0	0	0	0	0	0


		3	0	0	0	0	0	0


		4	36	36	36	36	36	36


Hours have values 0 through 23, where 0 is the hour from 0000 (midnight) to 0100 (1:00 AM).  In the DCS and DHS examples shown, the current hour is 4 (0400 to 0500).


�
BootP Support


In this release, the BootP support for the 2218-0xx has been enhanced to support 56/64 Kbs autospeed detect for units with an internal DSU on their WAN port.


The unit tests all enabled WAN ports for the presence of Annex A, Annex D, or LMI management information.


When no DSU parameters have been configured (as with a factory fresh unit), testing is performed first at the default 56 Kbs and then at 64 Kbs.  If management information is found, the tests determine the baud rate of the DSU network connection as well as the management protocol, and set the discovered baud rate in both NMS and the SNMP MIB as if the value was configured.


When the DSU has been configured previously for a specific baud rate, or after the baud rate has been discovered by testing in the factory fresh state, testing for management information is performed only at the specified baud rate.


To re-enable the autodetect feature, the unit must be reset to a factory fresh state.


M�
Warning:	If you configure a speed (baud rate), it supersedes the actual connection speed.  Before downloading a configuration, you should verify that the configured speed matches the actual speed.�
�
NetView PU Reset


This release supports the ability to reset the LLC connection of a NetView PU.  You may reset the NetView PU through the FRAD/Manager Unit Detail screen.


Command�
Action�
�
NCL RES NV1�
Resets the primary NetView connection.  If the primary connection is not configured, it is an error.�
�
NCL RES NV2�
Resets the alternate NetView connection.  If the alternate connection is not configured, it is an error.�
�



�
Configuration Note


FRAP Management


In this release, the FRAP will be configured via a static route as a station on either the same subnet as the Internal IP address of a branch Frame Relay Node or a station on the same subnet as the LAN of the branch Frame Relay Node.  This will permit FRAP management traffic to be rerouted if the network frame relay port fails.


�
Problems Fixed in This Release


SCR# 1753:	Host SDLC response to SNRM with UA


SCR# 1843:	Added Reset of NetView PU without restarting unit


SCR# 1889:	Dump when configuration was loaded


SCE# 1979:	Community Table overflow in Sanity Lab


SCR# 2069:	Extra DLCI bytes in front of IP packets


SCR# 2086:	IP filter buffer non-release problem


SCR# 2105:	XID CMD in response to extraneous SABME CMD


SCR# 2111:	IP buffer corruption with Concord


SCR# 2268:	FE SSAP not bridged as OTHER


SCR# 2270:	SRB problem with Port Numbers larger than 4


SCR# 2281:	NCL VIE not displaying BiSync devices


SCR# 2284:	FN using X.25 sending Local Reset vice Local Clear


SCR# 2337:	IP buffer non-release when sys buffer low


SCR# 2341:	InArp Pending table not clearing


SCR# 2408:	DTR not dropping on Dial Backup port


SCR# 2413:	NetBios bridging problem


SCR# 2449:	NetView runcmd response on ACT, INACT and RESTART


SCR# 2459:	IP management when Token Ring LAN port is down


�
Known Anomalies


The following problems are known to exist in this version of software.  These problems will be addressed in future maintenance releases.


SCR# 816:  TSDLC gets Unknown Failure Code when receiving bad N(r) sequence number.


Description:  A TSDLC port, when receiving a frame with a bad N(r) sequence number, fails with ÒUnknown Failure Code.Ó  


Workaround:  Run a trace on the TSDLC line.  It might just be a bad sequence number if we get an unknown failure code.


SCR# 1145:  Bootp client sending requests at 20 sec rate


Description:  Tracing the LAN and WAN ports for bootp client requests revealed that the upstream frame node was not yet configured with a helper address, and was therefore dumping the bootp client requests.  This meant that the downstream Frame Relay Node continued to produce the bootp client requests.  However, they were appearing at a rate of approximately 20 seconds.  This contradicts the documentation for Release 2.0 stating that the requests will be broadcast at an interval of 10 seconds.


Workaround:  No workaround.  The feature still works, but the interval between bootp client requests is about 10 seconds longer than the design specification.


SCR# 1460:  X.25 hunt group PUs reported consolidated status


Description:  In a X.25 passthrough environment, a single call incoming on the LAN/WAN interface destined for the X.25 connection to the host can be defined to have multiple X.25 ports to connect on.  As multiple calls connect through the box they will load level on the X.25 ports.  This type of configuration causes multiple XCUs for each FCU defined.  From the FRAD/Manager unit detail screen the PUs show as a fcu:xcu pair.  This means that when a successful connection is made the status display for the one fcu:xcu pair that was used is green (Normal) and the status displays for all of the other fcu:xcu pairs for the given fcu are yellow (Minor; out of contact or PU failure).  This causes the box main screen status ribbon to be yellow even if all of the connections are up and active.


This happens with the consolidated status set to have the box report the status for the ribbon bar displayed in FRAD/Manager.


Workaround:  Use the unit detail screen to determine if all sessions are active, or use the NMS status command to verify that all sessions are up.


�
SCR# 1498:  NetView Host Dial Out PU won't exchange XIDs


Description:  A NetView PU configured for host dial out does not transmit the XID, and therefore, the session won't establish.


Workaround:  Configure the host end to answer the call.


SCR# 1539:  No I frames transmitted or received during stress test


Description:  During SDLC stress tests for the 2218 units, the SDLC sessions would stop sending I frame data after about 15 to 20 minutes.  Only RR/RNR were seen.  Four SDLC ports were configured on each Conversion Relay Node with 15 PUÕs on ports 1, 2, and 3, and 4 PUÕs on port 4.  Port speeds were at 9600.  The stress test was running at 2 frames with 256 bytes of data per frame on each PU.


With the same configuration and a stress test running at 1 frame with 256 bytes of data per frame on each PU ran for over 36 hours with I frames being exchanged the entire time.  


The same problem was seen during Rel 2 testing.


Workaround:  Limit data under stress test environments to 1 frame per PU.


SCR# 1541:  Sessions drop and CPU response very slow at port speeds of 19.2.


Description:  During SDLC stress tests for the 2218-0xx, the SDLC sessions would drop when the speed was changed from 9600 to 19200 on all SDLC Ports.  Four SDLC ports were configured on each Conversion Node with 15 PUÕs on ports 1, 2, and 3, and 4 PUÕs on port 4.  There were no stress tests running.  Prior to changing the speeds, a stress test was running at 1 frame with 256 bytes of data per frame on each PU and ran for over 36 hours with all sessions remaining up and I frames being exchanged the entire time.  


After the speed was doubled, the 2218-0xxÕs response to NMS commands through the COM1 port was very slow, taking from 5 to 10 minutes.


With the same configuration during Rel 2 testing on the 2218-3xx units, port speeds of 64000 were used with no problems.


Workaround:  Limit port speeds to 9600 in a stress test environment.


�
SCR# 1542:  SDLC Sessions not established using X.21 Internal/External Clocking on 2218-0xx


Description:  During SDLC stress tests for the 2218-0xx, the SDLC sessions could not be established when the clocking on the SDLC ports was set to X.21 Internal on the Terminal Conversion Relay Node (TCN) and X.21 External on the Terminal Data Generator (TDG).  The TCN had a DCE X.21 Cable and the TDG had a DTE X.21 Cable (old version) (Note:  the TDG did not recognize the new X.21 Cable.) One SDLC port was configured on each Conversion Relay Node with one PU.  Sessions could be established when the clocking was set to Internal on the TCN and External on the TDG, and also when only the TDG was clocked as X.21 External.


When Internal/External clocking is used instead of the X.21 Internal/External clocking, the display on NMS STM command shows the signals for RS- cables, even though the cable was correctly identified as an X.21.  When the clocking is set to X.21, the NMS STM command only shows those signals required by the X.21 cable.


The same results described above occur with the TCN clocked external using a X.21 DTE cable.


Workaround:  Use Internal/External clocking instead of the X.21 Internal/External clocking.  There is no workaround for the displays.


SCR# 1695:  IPX Router configuring 45+ IPX network may cause dump


Description:  45+ Network Numbers were added to the IPX Network Number table, and the configuration was Installed.  The 4MB Token Ring unit then dumped with 1F0D.


SAP Traffic was received on a virtual port after NMS Install was sent from FRAD/Manager but before the IPX virtual port was shutdown.


Temporary Workaround:  When changing configuration information that is stored in framenod.sys, establish an NMS session with the target FN and issue the command ipx shutdown.  Then install the configuration from FRAD/Manager.


SCR# 1742:  Inconsistent status sometimes displayed with agent consolidated status


Description:  The status displayed by the FRAD/Manager Unit Detail screen and by the main (Consolidated Status) ribbon bar are sometimes inconsistent.  For example, the Unit Detail screen may show all units in Normal (green) status, while the ribbon bar is showing Major (red) status.  On the other hand, the Unit Detail screen sometimes shows sessions down (red) while the ribbon bar displays green.  Note that the ribbon bar status also changes when the Unit Detail screen is actually being displayed.  It appears that the status determination logic used by the unit software and that used by FRAD/Manager differ substantially.


Workaround:  Check the Unit Detail screen or NMS to determine unit status.


�
SCR# 1773:  UCA (use X.25 calling address) does not check for a installed DTE address


Description:  The X.25 port UCA parameter requires that a valid DTE address be entered.  This is then used in the outgoing X.25 calls.  However, no error was detected when the DTE address was empty.


Workaround:  Enter a valid DTE address before installing.


SCR# 1779:  No XID sent by Host Conversion Relay Node


Description:  A Host Conversion Relay Node with a hsdlc port having a PU originated the call.  The call destination was the Host Frame Relay Node (HFN) LAN port.  The HFN had LAN PUs terminating on a Terminal FRAD.  The Terminal FRAD had LAN PU's terminating on the Terminal Conversion Relay Node.  The Terminal Conversion Relay Node had a tsdlc port with a PU answering the call and terminating on the Terminal Frame Relay NodeÕs LAN.  The hsdlc and tsdlc had matching XID's and sap's throughout the link.  The SNA data frames exchange on the host LAN between HCN and HFN was as follows:


HCN                                                  HFN


TEST CMD------------>


                                <-------------TEST RSP


TEST CMD------------>


                                <-------------TEST RSP


XID CMD-------------->


                            <-----------------XID RSP


XID CMD--------------->


                           <-----------------XID RSP


XID CMD (but no configured XID with this)


                           <-----------------DM


The session could not be established.


Workaround:  None


SCR# 1866:  Trace won't trace COM2 data when COM2 is used for T-7


Description:  Command TRC DIS COM2 ANA works when COM2 is set for SLIP, but does not display anything if COM2 is used for T-7 data.  This makes it impossible to remotely diagnose cable and DAP problems.  


Workaround:  None


�
SCR# 1882:  Agent Consolidated Status incorrect if WAN1 is disabled


Description:  For a 2218-0xx with WAN1 disabled, the FRAD/Manager status display color was magenta (Informational) instead of blue (Disabled) because a known CID mismatch took priority over the Disabled condition.


Workaround:  None


SCR# 1884:  Reconfiguration of ISDN Answer Port


Description:  Reconfiguration of an ISDN Answer Port while it is in a call can lock the unit up, rendering the Answer Port unable to accept calls.


Workaround:  Prior to reconfiguring an Answer ISDN port disconnect the dial backup session.


SCR# 1907:  Token Ring format ARPs with RIF are discarded


Description:  When Token Ring format ARPs with RIF are received, RIFs are stripped off and replies are sent.  In the RIFs stripping process, the offsets were not updated correctly after the buffer contents are shifted.  The fix has been put into \pad\r5.994\iprouter\inet\if_token.c.


Workaround:  None


SCR# 2036:  Some NetView values incorrectly displayed in the MIB


Description:  Some Netview MIB values are incorrectly displayed when viewed from HP OpenView.


Specifically, the following values are incorrectly displayed:


srNodeGroup.nodeNetViewPUGroup.NetViewPuStatusGroup.netviewPuXID displays as hex values rather than as a string as required.


srNodeGroup.nodeNetViewPUGroup.NetViewPuStatusGroup.alternatenetviewPuXID displays as hex values rather than as a string as required.


srNodeGroup.nodeNetViewPUGroup.NetViewPuStatusGroup.netviewConnectID displays as ÒoriginateÓ even when configured to Òanswer.Ó


srNodeGroup.nodeNetViewPUGroup.NetViewPuStatusGroup.alternatenetviewConnectID displays as ÒoriginateÓ even when configured to Òanswer.Ó


Workaround:  The hex values can be manually converted to ASCII text if desired.  Ignore the status of the NetView connectID and alternateSpecialConnect values and check the configured values from FRAD/Manager or NMS instead.


�
SCR# 2178:  Inconsistent alarm messages after DSU/CSU cable pull test


Description:  During cable pull tests for the DSU/CSU port, there was an alarm indicating that DTR or DSR was down, but the NCL STM results only showed DCD down.  These are not consistent.  In the FRAD/Manager configuration set DCD, DSR, and DTR were required.


Workaround:  Verify with NMS command ncl stm that DCD is down, and check whether the port is in fact down.


SCR# 2180:  Unable to disable non-management ports from unit detail	


Description:  FRAD/Manager does not allow the user to disable any configured port (LAN or Frame Relay), even if the port is not defined as the management port.  On a downstream FRAD with WAN1 configured as the management port, an Ethernet LAN, and port 3 as another Frame Relay, FRAD/Manager Unit Detail would not allow the user to disable any of these ports.  On the Host FRAD, the Ethernet LAN was selected as management, but the user was also unable to disable the WAN1 port from Unit Detail.


Workaround:  Use NMS from FRAD/Manager or management through COM1 to disable any ports.


SCR# 2205:  NCL RES <NAUNAME> generates error 7107


Description:  In response to an NCL RES <NAUNAME> command (which should reset the LAN LCU), the 22184BF6 unit generates an error 7107 -- NAU name does not exist.


Workaround:  Issue an NCL FAI NOD command instead.


�
SCR# 2223:  CN4R6b dumped during sdlc stress test


Description:  The HCN, a CN4R6b using one port and 59 PU's, dumped during a stress test using 5 frames at 1024 bytes.  The TCN, a CN4R6du, was not affected.  Just after the stress was stopped and statistical data requested with the NMS command NCL SAM 2 CU C1, the box dumped and came back in startup mode.


The unit also dumped during a 6x768 stress test.


Workaround:  Patch available.


SCR# 2242:  MIB variables for acknowledging statuses do not work


Description:  The MIB variables acknowledgeAllStatuses and puStatusAcknowledged do not work.  The consolidatedStatus display of a unit is major, indicating that a major problem exists, when the PU is not connected.  However, if the two MIB variables are set to yes with the MIB browser, the consolidatedStatus indication remains as major.


Workaround:  None


SCR# 2251:  Bug in target DLCI feature


Description:  A bug in the target DLCI feature causes frames to be bridged on other than the LAN or target DLCI.


Workaround:  None


SCR# 2266:  Unit Consolidated Status incorrect after acknowledge all alarms


Description:  On a Frame Relay Node unit with a TSDLC port with one PU, a HSDLC port with one PU, and a LAN PU, no cables except the Ethernet attached, Unit Detail shows the three PUs in a failed state, which is correct, and a Major alarm state for the box.  


Workaround:  None


SCR# 2302:  Trap generated on every connection attempt


Description:  Every time a unit tries to connect, a trap is generated.  A trap should be generated only on a change in state, or if the clear code changes.


Workaround:  None


SCR# 2310:  Consolidated Status does not calculate correctly with port disabled


Description:  For a disabled port, the color bar in the FRAD/Manager NetStatus Unit Detail display correctly shows blue.  After exit from Unit Detail, however, the outer color bar is yellow, indicating that the port disabled status is not reflected in Consolidated Status.


Workaround:  None


�
SCR# 2326:  Netview pu displays incorrect ncl stu when on dial backup


Description:  When a Netview pu is backed up over dial backup then ncl stu command does not report the correct port/dlci.


Workaround:  None


SCR# 2348:  BAD parameter should cause broadcast after eVR and pVR attempted


Description:  If the BAD parameter is set in an outgoing session configuration, after TEST frames are sent on the configured DLCIs, they should also be broadcast on other active DLCIs.


This can be tested by having a Terminal Frame Relay Node with three DLCIs.  Configure an outgoing session with eVR and pVR and BAD=YES.  Create a condition where eVR and pVR are being reported up by the network but the session can't establish via either of them.  Have the session able to establish via the third DLCI.


Workaround:  None


SCR# 2379:  FRAD/Manager reports invalid SRB target segments for LAN and WAN


Description:  When checking the SRB table in FRAD/Manager Unit Detail the Target Segment for the LAN reports as 001 (should be 002) and the WAN reports as 00F.


Workaround:  Use NMS SRB GETNEXT2 command


SCR# 2393:  Session establishment on Session Resilient cu fails on pvr if evr is disabled


Description:  In a session resiliency test, an SDLC CU was configured with explicit and parallel virtual route (evr & pvr) identifications that were opposite those for the other CU's.  The unit would not switch the session to the pvr when the evr was disabled at the HFN.


In tests where the LAN cable was pulled, the unit would switch the session automatically if other conditions remained constant.  However, if the CU at TFN was reset BEFORE automatic switching occurred, switching would fail and the session would clear D8 immediately.


If the CU at TFN was reset after automatic switching, the unit would recycle and reestablish the session.


Workaround:  None


SCR# 2410:  BSC session using IMA but IM2 ring number, clearing D5 at HCN.


Description:  A BiSync session configured for a destination of TFN IMA receives a test frame containing the IM2 Ring number of TFN, and the session is cleared.


Workaround:  None


SCR# 2432:  StartTime and lastChangedTime in DLCI table in Vision are not correct


Description:  StartTime and lastChangedTime in DLCI table in Vision are not correct, but the corresponding MIB values are good.


Workaround:  None


SCR# 2437:  IPX link stays in disconnected state during load tests after UNI Lost/Restored


Description:  During testing of IPX, some runs of the ÒloadÓ tests cause LMI to fail and UNI LOST messages are received.  The logical links come back up, but sometimes the IPX WAN link stays DISCONNECTED.  Traffic continues to flow around another path to the Data Center FN.


Workaround:  IPX shutdown and restart


SCR# 2443:  IPX routing changes to RIP/SAP timers resets WAN port


Description:  Changing and installing RIP/SAP Update and Aging timers resets the WAN port when the configuration is activated.


Workaround:  None


SCR# 2444:  IPX routing static sap entry displays in IPX V SAP reversed


Description:  An entry of B0000001 displays as 0100000B0 in the table for the Server Network number.


Workaround:  None


SCR# 2446:  Session Down with Host Conversion Relay Node Reporting the Session Active


Description:  A host Conversion Relay Node received an incoming call and cleared with Clear Code 74, but reported the session as active.  The remote FRAD initiated the call and cleared with Clear Code D5, and reported the session as inactive.


Workaround:  Delete and re-configure the CU/LCU on the host Conversion Relay Node to reestablish the session.


SCR# 2450:  Sessions not coming up on the specified dlci


Description:  The configuration consisted of a terminal Frame Relay Node configured for 8 dlci's to two host Frame Relay Nodes.  The terminal Frame Relay Node had 8 PU's, and each PU had a PSD (Primary Source Dlci) specified.  The terminal Frame Relay Node was configured for dial backup and was configured to test the multiple PVC triggers.  


The PU's were set to come up on the specified dlci.  However, the sessions were coming up on other dlci's.  Hence, even if the specified dlci was made inactive at the switch, the dial backup port was not triggered as the session was up on some other dlci.


Workaround:  Try resetting the PU or the SDLC line


SCR# 2456:  Dump when querying non-existent MIB variable


Description:  A host Frame Relay Node dumped when a non-existent MIB variable was requested from HP OpenView.  The unit was configured for a SLIP port on the COM2 port.  When queried for the Bisync RJE parameters (which were NOT configured) the unit dumped.


Workaround:  Do not request Bisync RJE MIB data if a Bisync RJE port is not configured.


SCR# 2460:  Sessions coming up incorrectly over the WAN after ncl tsc


Description:  The configuration is an environment to test multiple pvc triggers with 8 dlci's from a remote box to two host Frame Relay Nodes.  This box has a dial backup port configured.  The box has 8 PU's with each pu configured to come up on a different dlci.


The dlci's to 6 PU's were down.  The sessions came up correctly over dial backup.  However, when ncl tsc dbu was executed, with WAN links still down, the sessions instead of recovering again over dial backup, came up over the remaining 2 links over the WAN.


Workaround:  Try restarting the sessions.


SCR# 2466:  FN4R6-T not bridging IPX SNAP protocol frames from WAN to LAN


Description:  In a test of IPX bridging of SNAP Protocol frames, a protocol trace showed that frames from the remote LAN were not taken from the local Frame Relay Node's WAN and placed onto the LAN.


Workaround:  None


�
SCR# 2469:  Empty X-25 MIB values in some fields


Description:  Several of the X-25 MIB fields always display empty or zero values.  The following fields should display valid data but do not:


puCurrentLocalDTE


puCurrentRemoteDTE


puLastRemoteDTECleared


puLastLocalDTECleared


puCurrentSVC


pulastSVCCleared


puCurrentConnectionType


remotePuConfigEntry.remotePuSourceMAC


Workaround:  Use FRAD/Manager to determine the state of the X-25 connections.
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